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We started with approximately 110 cropped unique signs. Through

augmentation (flipping, rotation, and brightness) we obtained a
training set of 6,500 images and a test dataset of 800 images.
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